
                                                                                                                                                                    ISSN  2350-1022 
 

International Journal of Recent Research in Mathematics Computer Science and Information Technology  
Vol. 2, Issue 1, pp: (196-201), Month: April 2015 – September 2015, Available at: www.paperpublications.org 

 

 Page | 196 
Paper Publications 

Comparative Performance Analysis & 

Complexity of Different Sorting Algorithm

Shiv Shankar Maurya
1
, Arti Rana

2
, Ajay Vikram Singh

3
 

123
AIIT, Amity University, Uttar Pradesh, Noida India 

Abstract: An Algorithm is mix of guidelines without further order in offered request to take care of the 

predetermined issue. Sorting considered as the crucial operation for masterminding the rundown of components in 

a specific request either in rising or diving request in view of their key quality. Sorting system like: Insertion, 

Bubble, and Selection all have the quadratic time multifaceted ideal models O(N
2
) that breaking point their 

utilization as per the amount of parts. The objective of this paper audited different type of sorting algorithm like 

Insertion Sort, Selection, Bubble, Merge sort their execution investigation as for their time complexity nature. 
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I.      INTRODUCTION 

An algorithms’ unambiguous for dealing with an production, which is guaranteed that it is end after a set number of 

stages. For a given issues, there are generally different calculations for taking care of it and more capable than others. The 

analysis of algorithm studies time many-sided quality and space unpredictability. A few number of developers operates 

relationship based sorting algorithm, such as Bubble, Insertion, Selection sort  et cetera quality and  sorting significance is 

illustrated from the daily utilization of sorting, in reality substance. For event, articles are sorted i.e Card Sort, Telephone 

catalogs, website page, wage assessment records, tables of substance, libraries, word references. The methodology of 

sorting can be differentiated by two classes:[4] 

Inside Sorting: The data to be sorted is all sorted computers in the main memory. 

Outside Sorting: A portion of the information sorted may be sorted in couple of outer memory then utilized outside 

sorting strategy. The operation time of dimensions in which “n‟ quantities of things are sorted is known as complicated 

nature ofa sorting algorithm. A suitable sorting methodology for an issue is relies upon different productivity 

contemplations for distinctive problem. 

II.    OPERATIONAL PROCEDURES OF   ALGORITHMS 

In this section we have discussed different sorting algorithm like Bubble,Selection,Insertion,Merge Sort algorithm are 

analyzed for their pros and cons . And pseudo code is also given bellow.  

A. Bubble Sort : 

The sorting, in which the littlest information sections are moved or "percolate up‟ to the top is called Bubble sort. In this 

approach, first perspective is differentiated and the additional edge in the group. In the event that the section is first parts 

are greater, i.e  swaps or exchanges them and bubble the little elements to the top place all around no swapped or 

exchange of portions  were  needed.   

i) Algorithm: Here, N element of an array with ARR array .This algorithm is sorted ARR.[4] 

BUB(ARR, N)  
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1-for I=1 to N-1 Reiteration Steps 2 and 3 

2- Set PT = 1 {pass pointer PTR Initializes} 

3- whilePT<= N-I 

a) If ARR[PT] > ARR[PT+1], then Interchange ARR[PT] and ARR[PT+1]  

end if 

b) Set PT = PT+1  

end while loop 

end forloop 

4- Exit step1 

ii)  Analysis: Bubble sort is information delicate. The quantity of cycles obliged may be somewhere around 1 and (N-1). 

When only a single cycle is required to sort elements that is the best case for the bubble sort. The examinations quantity 

needed for bubble sort is (N-1). When the given cluster is sorted backward request the most pessimistic scenario emerges.  

 
iii)   Pros & Cons:  

Here we have discussed below pros and cons  of Bubble sort algorithm . 

Pros: Bubble sort is ease& simple to implemented by the programmer and no other storage is needed.   

Cons: Bubble Sort approach is very easiest for big element of object i.e complexity is O(n
2
) 

B.      Selection Sort: 

In this, to sort the diving manage, the 0th component is appear differently in relation to all other component. In the event 

that the 0th component is discovered to be more noteworthy than the analyzed variable then they are exchanged. In this 

mode, after first emphasis, the littlest component is set at 0th posture. The blueprint is rehashed for 1st component and 

what not. 

i)   Algorithm:  Here we take an array ARR[] with N number of elements. The selection sort algorithm sorts all the 

element of array ARR[]. 

SEL (ARR, N)  

1-for I=1 to N-1 Reiteration Steps 2 & 3  

2- Set MIN = ARR[I] and LOC = I 

3- Reiteration for K= I+1, I+2,… N  

4- If MIN >ARR[K] then, 

a) MIN= ARR[K]  

b) LOC = ARR [K]  

c) LOC = K end for loop 

5- Set TMP = ARR[I],  

ARR [I] = ARR [LOC] , ARR [LOC] = TMP  

6-Exit  step1 
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ii)  Analysis: Selection sort is amazing to use for little number of info element(less than 1000) . You can see  by running  

the beneath calculation for So  we can retain it is not savvy judgment to utilize determination sort for expansive no of 

component as other calculation take less time . For immeasurable estimations of N, the connection times principle, so we 

would need to say that the determination sort runs in O(N2) time, by and large as the air pocket sort does. On the other 

hand, decision sort is to some degree speedier in light of the fact that there is less number of swaps conversely with air 

pocket sort. 

 

Pros and Cons: 

Easiness is the primary advantage of utilizing choice sort and  it straightforward  to comprehend and execute . In 

drawback choice sort is exceptionally pointless of sorting at exhibit of article i.e multifaceted nature of O(N
2
). 

C.  Insertion Sort:  

Insertion sort is much the same as its naming to suggest part install each  thing into specific place in the keep going 

synopsis  and It is highlight  begin with examination with of first segment with 0
th

  part. The second accentuation the part 

is differentiated and  o
th

 and first  component and all fundamental in every cycle a part unpredictability and all portions. 

The segment can be inserted at a position If at the same point it is found after that a space is made for this item by moving 

the other items one position right and embedding the component at the suitable position. It  process is repeat until all the 

elements of array reaches. [3] 

i)  Algorithm   : The Algorithm for insertion sort has been  ARR as an demonstrate with N element and TMP is 

provisional variable and PT  is position  is as per the following : 

INS (ARR, N)  

1- Set A[0] = -∞  

2-for I = 2 ,3,…N Repeat Steps 3 to 5 

3- Set TMP = ARR[I] and PT = I-1  

4- while TMP < ARR[PT] :  

a) Set ARR[PT+1] = A[PT]  

b) Set PT =PT – 1  

 end while loop 

5- Set ARR[PT+1] = TMP  

 End for loop 

6- Exit step1 

ii)  Analysis :  Insertion sort demonstrating he run time that the (n-1) go to sort n. The emphasis begin at represent 1and 

end through position (n-1).as well as the component that needed to be push the component of sorted things. The best 

number of equivalent for an insertion sort is (n-1). 

 

iii)   Pros &Cons : Here, In this way I have analysis the pros and cons of insertion sort. 
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Pros: Insertion sort demonstrating that a superior execution i.e directed with a little rundown. This sorting calculation is 

set up sorting simply needed to the negligible space. 

Cons: Insertion sort is extremely helpful just to sorting bunch few of things. Also, it is sort over and again sweeps 

rundown of item every time pushing the article in unordered i.e. grouping into its Specific position. Insertion sort is best 

to use for little number  of pushing  elements(less than 1000) . I can watch that the run time. 

D.   Merge Sort:  The merge sort technique is follows the Divide-And-Conquer standard  i.e. first it breaks information in 

two parts then after that sort both half’s  information clusters recursively, lastly consolidates those clusters to obtain the 

absolute sorted rundown. Reasonably, a consolidation sort fills in as takes. Merge  sort is essentially on the gap and agrees 

idea and most pessimistic scenario run time have improve than insertion sort. Since we have sub issues, we express a sub 

issue sorting a sub clusters. A[i… k]. I will take a starting i=1 and k=n,but they have a change have the qualities and we 

repeats a sub issue.[8] 

i)  Algorithm : 

1) Divide Step In the event that a certain exhibit A has one or Zero component, just return; it is sorted as of now. 

Something else, part A[i .. k] into two sub shows A[i .. j] and A[j + 1 .. k], every contain  half about  of the components of 

A[i .. k]. i.e, q is the center purpose of A[i .. k]. 

2) Conquer Step Conquer by recursively two subareas A[i .. j] and A[j + 1 .. k] sorting. 

3) Combine Step :Consolidate the components back in A[i .. k] two sorted sub shows A[i .. j] and A[j + 1 .. k] into a 

sorted by blending shows. Of arrangement. To finish this step, we will characterize a methodology MERGE (An, i, j, k). 

Note that the recursion bottoms out when the sub cluster has only one component, so it is unimportantly sorted .[3] 

ii) Analysis: To examine the Merge Sorts capacity, we have to judge the two unmistakable procedures that make up its 

execution. The Merge Sorts algorithms many-sided quality is given beneath. 

 

iii) Pros and Cons: 

In this subsection we are analysis the pros and cons of Merge Sort algorithm. 

Pros    : Well suited for large data set. 

Cons: In any event double the memory prerequisites than different sorts.. 

III.        IMPLEMENTATION AND RESULT 

We have executed these algorithm is Bubble, Selection, Insertion, Merge sort  to analysis time complexity(in millisecond 

) and space volatility of this sorting algorithm . We have used this Machine configuration for analysis. 

Machine Configuration: 

Operating System-Windows 8  64bit 

CPU    - Intel® Core ™ i3 CPU @2.40GHz 

RAM- 4 GB 

Net Bean IDE 6.9.1 

Java Platform- JDK 1.7  

In this Table 1, we have look at of the execution time in millisecond of distinctive sorting algorithm .The Table No. 1 is 

given below. 
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Table No. 1 Shows time Comparison in millisecond  for sorting algorithm 

(Input)(Space)El

ement 

Bubble Sort(Time 

taken in MiliSec.) 

Selection   Sort (Time 

taken in MiliSec.) 

Insertion  Sort (Time 

taken in MiliSe 

Merge Sort 

(Timein  MiliSec.) 

10          0 0 0 0 

100          0 0 0 1 

1000         2 5 14 4 

10000           181 154 51 40 

100000           19096     13764 151 92 

So, we can examine that  it is not wise decision to use Insertion sort for large number of elements as other algorithms take 

much less time . 

IV.    GRAPHICAL REPRESENTATION OF SORTING ALGORITHM 

The X axis talk to the no of element sorted and y axis talk to the time in millisecond . The time taken is the graph in 

millisecond. The diagram shows is four diverse calculation for Bubble, Selection, Insertion, Merge Sort algorithm. 

 

Fig  1: Represent the  execution time in millisecond 

V.     COMPLEXITY COMPARISON 

In this Table, i.e Table No.2  shows the comparison  of  time complexity  and space complexity distinct sorting algorithm. 

Table No.2 is also given below. 

Table No. 2 Shows the Complexity Comparison for Distinct Sorting Algorithm 
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VI.   CONCLUSION 

In this paper we have considered different    sorting algorithm and correlation on the time unpredictability execution time 

in java language. We have used java language for discovered the execution time in millisecond We have analyzed all 

sorting algorithm and discovered that execution time of merge sort algorithms is best for all algorithm. Furthermore the 

execution time of Bubble, Selection and insertion sort is straight forward and Merge sort is complicated, but it is fastest 

for large list. So we can conclude Bubble sort is slowest. 
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